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https://sli.do/shipmonk


From nothing to basic monitoring

You start with absolutely nothing, and then you start adding:

● Error logging (to local filesystem)
● Sending emails on error
● Infrastructure metrics (CPU, RAM, …)
● Heath-checks and availability monitoring
● Sentry
● Centralized logging
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Application Performance Monitoring (APM)

● Pick a vendor
● Install their APM library

○ PHP => extension
○ Java => agent 

● Start collecting data
● Profit
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Application Performance Monitoring (APM)
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Application Performance Monitoring (APM)
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Application Performance Monitoring (APM)

● newrelic_start_transaction()
● newrelic_add_custom_parameter()
● newrelic_background_job()
● … 
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Vendor-lock
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OpenTelemetry  to the rescue

● OpenTracing + OpenCensus
● Vendor-agnostic protocol and libraries
● Instrumentation library (automatic and manual)
● Vendor-neutral collector (and exporter)
● Support for a variety of open source and commercial protocols
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DataDog with OpenTelemetry
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OpenTelemetry with Spring Boot

● Install Java Agent
● Configure

○ Exporter protocol
○ Exporter endpoint 

● Automatic instrumentation
○ HTTP client
○ Database
○ Redis
○ Spring Webserver
○ … 
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OpenTelemetry

● Signals
○ Traces - detailed information about individual requests
○ Metrics - combine individual measurements into aggregations
○ Logs
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Structured logging

2021-07-29 14:54:55.1623 INFO: New report created by user 4253

{
   "TimeStamp": "2021-07-29 14:52:55.1623",
   "Level": "Info",
   "Message": "New report created by user 4253"
}
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Mapped Diagnostic Context (MDC)

log.info("Crawler {} has finished", crawlerId);

// vs

try (org.slf4j.MDC.putCloseable("crawlerId", crawlerId)) {
   log.info("Crawler has finished");
}
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Distributed tracing

● Span - a unit of work or operation
● Trace - path of a request, through spans

16
https://blog.sentry.io/2021/08/12/distributed-tracing-101-for-full-stack-developers/

https://blog.sentry.io/2021/08/12/distributed-tracing-101-for-full-stack-developers/


Distributed tracing

{
   "name": "Hello",
   "context": {
       "trace_id": "0x5b8aa5a2d2c872e8321cf37308d69df2",
       "span_id": "0x93564f51e1abe1c2"
   },
   "parent_id": "0x051581bf3cb55c13",
   "start_time": "2022-04-29T18:52:58.114492Z",
   "end_time": "2022-04-29T18:52:58.114631Z",
   "attributes": {
       "http.route": "some_route2"
   }
}
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Distributed tracing

● Trace - path of a request, through spans
● Distributed trace - trace across multiple services
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Manual instrumentation - spans

var tracer = openTelemetry
   .getTracer(BusinessOperation.class.getSimpleName());

Span span = tracer.spanBuilder("name")
   .setAttribute("user", userId)
   .startSpan();
try (Scope ss = span.makeCurrent()) {
   // In this scope, the span is the current/active span

} finally {
   span.end();
}
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Span/log correlation in DataDog

● OTel logs
○ For Java is experimental
○ For PHP is non-existent

● We’re collecting logs using Docker/K8S native DD integration
○ It scrapes docker container stdout and forwards it to DD

● Connect OpenTelemetry Traces and Logs 
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https://docs.datadoghq.com/tracing/other_telemetry/connect_logs_and_traces/opentelemetry/?tab=java




Tail Sampling in DataDog

● Storing all Traces is a lot of data
● DataDog is very expensive
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Tail Sampling in DataDog

● The cost can be reduced by not saving/indexing everything
● How do you know what not to drop?

○ Configurable, e.g.:
■ Send everything to DD
■ Index everything matching a filter (spans with error)
■ All other traces - keep only few %
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If APM is sampled, how do we graph real numbers?

● RED metrics are always accurate (even with sampling)
○ requests, errors, duration

● Everything else with custom metrics! 
● Be careful: attribute cardinality increases cost :’( 

○ OrderId => high cardinality
○ Small enum => low cardinality
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Manual instrumentation - metrics

// Gets or creates a named meter instance
var meter = openTelemetry
   .getMeter(BusinessOperation.class.getSimpleName());

// Build counter e.g. LongCounter
LongCounter counter = meter
     .counterBuilder("processed_jobs")
     .setDescription("Processed jobs")
     .setUnit("1")
     .build();
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Manual instrumentation - metrics

Attributes attributes = Attributes.of(
   stringKey("Key"),
   "SomeWork"
);

// Record data
counter.add(123, attributes);
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OpenTelemetry

● App is auto-instrumented using OTel
● We’re able to create custom spans/metrics
● We’re able to enhance spans and metrics with attributes
● We’re able to enhance logs with MDC
● We have solved span/log correlation 
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Do we finally have Observability?
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Observability: the power to ask new questions of your 
system, without having to ship new code or gather new 

data in order to ask those new questions. 

Monitoring is about known-unknowns and actionable alerts, observability is 
about unknown-unknowns and empowering you to ask arbitrary new 

questions and explore where the cookie crumbs take you.

Observability means you can understand how your systems are working on 
the inside just by asking questions from outside.

… so maybe?
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Bonus tips: 

● Switching OTel exporters is easy
○ On localhost, you can develop with e.g. Jaeger 

■ Awesome for highly async apps

● Monitor jobs in your CI pipeline using APM
○ The same way you monitor production code
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Questions?
sli.do/shipmonk

https://sli.do/shipmonk
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